Abstract – A common pattern in the architectures of modern interactive web-services is that of large request fan-outs, where even a single end-user request (task) arriving at an application server triggers tens to thousands of data accesses (sub-tasks) to different stateful backend servers. The overall response time of each task is bottlenecked by the completion time of the slowest sub-task, making such workloads highly sensitive to the tail of latency distribution of the backend tier. To address such challenges, we present BetteR Batch (BRB), a system that carefully schedules requests in a decentralized and task-aware manner. In doing so, we improve performance predictability of data stores in the presence of large request fan-outs. We show via simulations that our proposed design improves latencies over the state-of-the-art by a factor of 2.

Introduction

Recent studies [1] showed that latency distributions in Web-scale systems exhibit long-tail behaviors where the 99th percentile latency can be more than one order of magnitude higher than the median latency. To make matters worse, modern applications are highly distributed. For instance, interactive web services involve parallelization and aggregation of responses across 10s-1000s of servers, all of which need to finish for an end-user request (e.g., a search query) to be considered complete.

There have been several proposals for achieving latency reduction and lowering the impact of skewed performance across backend servers. These include (i) duplicating or re-issuing requests, predicting stragglers, or trading off completeness for latency [1], (ii) policy-based resource allocation and admission control (with the objective of achieving fairness or satisfying SLOs) [2], and recently (iii) making use of adaptive load-balancing [3]. In this work, we present BetteR Batch (BRB), which complements the aforementioned approaches using task-aware scheduling — a method of scheduling tasks across stateful backend replica servers according to expected service time of the enclosed sub-tasks.

Task-aware Scheduling Algorithms

A key insight to reduce tail latencies is that a task’s response time depends on the last of its requests to complete. BRB is based on a class of algorithms for task-aware scheduling that exploit this fact. At a high-level, these algorithms run at the clients of the data store state-of-the-art by a factor of 2.

1. EqualMax: Requests are given the same priority as that of the bottleneck sub-task. The intuition is that tasks with shorter bottlenecks should be given precedence in order to minimize their makespan.

2. UnifInc: Requests are ranked based on the difference between the cost of the bottleneck sub-task and their individual cost. In other words, this effectively delays non-urgent requests in favor of bottlenecking requests.
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