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Summary

Software product lines (SPL) cover software products derived from a shared code base, ideally in a widely automated manner. Given the nature of SPL, the importance of requirements engineering (RE), a core stage in software development lifecycle, is trickier as SPLs pose more complex challenges than development of a ‘single’ product.

Goal models in RE represent requirements and intentions of a software system-to-be. They play an important role in the development process of SPL. Indeed, in the domain engineering phase, goal models guide the development of SPL variability by providing the rationale, while they are used for the SPL configuration in the application engineering phase. Feature Modeling can be used as a crucial technique to identify commonalities and variabilities in an SPL. However, the specific perspective shown by Feature Models (FM) is not sufficient to express all the characteristics and constraints of an SPL. Thus, using a goal-oriented approach, such as i*, to complement (and help defining) feature models would improve such models enhancing the meaning and justification of features.

Several approaches have been proposed in the literature, to generate feature models from goal models. This paper aims to choose the most useful GORE approach that help generating (mapping) feature models from goal models.
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1. Introduction

A software product line (SPL) is a family of software products derived from a shared code base, ideally in a widely automated manner [51]. Each derived product is described in terms of a valid configuration of the product line’s domain model [29]. Over the recent years, software product lines have found their way into numerous industrial application domains such as; automotive, electronics, aeronautics, information and mobile systems [64].

Software product line engineering (SPLE) has become a key technology to cope with the variability of highly-configurable (software) systems, prevalent in various application domains today [18]. Variability in SPLE provides the required flexibility for product differentiation and diversification [21]. SPLE aims to develop a family of similar, yet well-distinguished software products based on a common core platform, where commonality and variability among the family members (product variants) are explicitly specified in terms of features. Each feature corresponds to (1) user-visible product characteristics in the problem domain, relevant for product configuration, as well as to (2) component-based artifacts for (automated) assembling of implementation variants [18]. This approach of extensive reuse and modularity of common feature artifacts among product variants facilitates a remarkable gain in efficiency compared to one-by-one variant development [25].

Feature-oriented SPL development relies, on the one hand, on the notion of features in order to identify variability and commonality between the members of an SPL. On the other hand, in literature, many approaches are presented to deal with the software product lines requirements engineering and variability management.

Dealing with features starts at the early phase of requirement elicitation. In fact, the early requirement analysis specifies stakeholder’s goals through goal-oriented requirement engineering (GORE). GORE makes extensive use of goal models, i.e., models capturing user intentions for a system-to-be, and facilitates the exploration of design alternatives, described in high-level non-technical terms. Typically, the SPLE community also uses goal models in both life cycles of SPLE (Domain engineering and Application engineering). In domain engineering, they are applied for a top down development of SPLs [67] while in application engineering, they ensure the selection of features that are based on the objectives of a target application stakeholder [8].

In essence, goal models and feature models provide different variability perspectives. On the one hand, goal models represent intentional variability, which is different in the stakeholder’s objectives and the way these actors may use a system-to-be to reach their targets [67]. On the other hand, feature models are commonly used to illustrate variability between various systems, which is called product line variability [46].

This paper aims to identify the most useful GORE approaches that help generating (mapping) feature models from goal models. We use the i* framework in order to realize the extended-goal models.

The paper is structured as follows: Sections 2 and 3 introduce respectively the SPL and Agile SPL foundations. Section 4 explains the domain and requirement analysis phases in which requirement engineering plays an important role. Section 5 gives core details about variability management and requirement engineering in the context of agile software product lines. In Section 6, the adopted goal-oriented approach is presented and the use of i* framework justified.
In Section 7, the mapping between extended-goal-oriented models and feature models using \( i^* \) was explained. Section 8 gives a brief discussion about the paper choices. Finally, Section 9 presents a conclusion and mentions some future related works.

2. Software Product Lines

Software product lines (SPL) aim at improving software vendors to tailor software products to the requirements of individual customers [6]. In fact, SPL attempt to enhance the quality of products, decreasing the cost of development, and reducing time to market [50]. SPL is defined as “a set of software-intensive systems sharing a common, managed set of features that satisfy the specific needs of a particular market segment or mission and are developed from a common set of core assets in a prescribed way” [25].

Software product lines engineering is prone to allow reuse in software engineering [8]. The approach provides a form of mass customization by constructing individual solutions based on a portfolio of reusable software components. An SPL is a set of software systems that share most of their features [78].

An essential success factor of product-line development is to set a proper focus on a particular, well-defined and well-scoped domain [6].

**Definition 1:** A domain is an area of knowledge that:
- is scoped to maximize the satisfaction of the requirements of its stakeholders,
- includes a set of concepts and terminology understood by practitioners in that area,
- includes the knowledge of how to build software systems (or parts of software systems) in that area [29].

SPLE consists of the domain engineering and application engineering life cycles [50]. Domain engineering is the process of analyzing the domain of a product line and developing reusable artifacts. Domain engineering does not result in a specific software product, but prepares artifacts to be used in multiple, if not all, products of a product line. Domain engineering targets development for reuse. In contrast, application engineering has the goal of developing a specific product for the needs of a particular customer (or other stakeholder). It corresponds to the process of single application development in traditional software engineering, but reuses artifacts from domain engineering where possible. It targets development with reuse. Application engineering is repeated for every product of the product line that is to be derived [6].
The specific characteristics of software product lines lead to a separation between domain and application engineering and between problem and solution space [6]. Figure 1 illustrates a two-dimensional structure with four clusters of tasks in product-line development and the mappings between them.

The distinction between the problem space and solution space highlights two different perspectives. The problem space (left half of Figure 1) takes the perspective of stakeholders and their problems, requirements, and views of the entire domain and individual products. Features are, in fact, domain abstractions that characterize the problem space. In contrast, the solution space (right half of Figure 1) represents the developer’s and vendor’s perspectives. It is characterized by the terminology of the developer, which includes names of functions, classes, and program parameters. The solution space covers the design, implementation, and validation and verification of features and their combinations in suitable ways to facilitate systematic reuse [6, 77, 78].

In addition, Figure 1 presents four clusters of tasks in SPL process. These clusters illustrate connected stages [50, 78]:

1. **Domain analysis** is a form of requirements engineering for an entire product line. At this phase, the scope of the domain has to be determined, i.e., decide which products should be covered by the product line and, consequently, which features are relevant and should be implemented as reusable artifacts. The results of domain analysis are usually documented in a feature model.

2. **Requirements analysis** investigates the needs of a specific customer as part of application engineering. In the simplest case, the customer’s requirements are mapped to a feature selection, based on the features identified during domain analysis. If novel
requirements are discovered, they can be fed back into the domain analysis, which may result in a modification of the feature model (and in turn the reusable domain artifacts).

3. **Domain implementation** is the process of developing reusable artifacts that correspond to the features identified in domain analysis. Depending on how variability is implemented developers may produce very different artifacts in this step, from run-time parameters and pre-processor directives to plug-ins and components, and many more.

4. **Product derivation** is the production step of application engineering, where reusable artifacts are combined according to the results of requirement analysis. Depending on the implementation approach, this process can be more or less automated, possibly, involving several development and customization tasks.

Finally, a Product-Line approach [39] has three different adoption paths. In order to start the development of an SPL, a strategy should be adopted among the following:

i. The *proactive approach* develops a product line from scratch by carefully using analysis and design methods.

ii. The *extractive approach* starts with a collection of existing products and incrementally refactors them to form a product line.

iii. The *reactive approach* begins with a small, easy to handle product line (possibly consisting only of a single product) and is extended incrementally with new features and implementation artifacts, thus extending the scope of the product line.

3. **Agile Software Product Lines**

Nowadays, software industry has to rapidly produce quality software and respond to changes in a flexible and quick manner. This has driven the definition of new techniques, processes, tools, and notations [60].

Generally, SPL, involves considerable upfront planning and design with heavyweight software process to achieve the organizational goals in the same way as structured (software) project management. This heavyweight process contradicts some of the goals of an SPL such as quicker time-to-market, just-in-time or pull flow [30]. On the other hand, the agile paradigm – hugely adopted nowadays in software development life-cycle – achieves organizational goals through practices, principles, and values such as focusing on people and interactions, working software, customer collaboration, responding to change, and continuous improvement [14, 40].

Software product lines (SPLs) and Agile are approaches that share similar goals in the same way that IT project management and Agile do. The main difference is the way in which these goals are met (difference in principles and practices) [60]. Unlike SPL engineering, Agile involves a lightweight process and low upfront planning and design. Nevertheless, both approaches, SPL and Agile, can be combined to address business and user goals [30].

SPL targets to structure several related systems in a stable domain, defining a common architecture, managing the variabilities among the products, and providing systematic reuse. However, domains are often unstable, the company may not have sufficient resources for the upfront SPL investment required, and requirements and technology volatility can occur in the projects. As Agile addresses many of these issues through incremental, iterative and
evolutionary development, an Agile SPL approach can handle scenarios hostile to systematic reuse in a more appropriate way [30].

As said in Section 2, there exist several ways to start the development of an SPL. Since the reactive approach offers a fertile soil for agile principals, this approach should be adopted.

The *reactive approach* [7, 39, 78] is an instance of Boehm’s spiral model [17], an agile method to adopt a product-line approach. Developers start with a software product line $SPL_0$ that realizes an initial version of the envisioned software product line. In incremental steps from $SPL_i$ to $SPL_{i+1}$, the product line progressively grows toward its ideal (Figure 2), covering the full variation spectrum, as defined during domain analysis which can also be incremental [6].

![Figure 2 reactive approach: the SPL_i grows progressively as well as number of features](image)

The reactive approach has three typical steps, which are:

1. Exploration and characterization of the requirements leading to a new product currently not covered by the product line;
2. Describing the delta ($\varDelta$) leading to the improved product;
3. Implementing the delta ($\varDelta$) in a suitable way.

Moreover, this approach presents typical patterns for maintaining and evolving a product line during its lifetime. Conceptually, the reactive approach [7] is positioned between the proactive and the extractive ones [39]. It requires less upfront planning than the proactive approach. However, including a feature may require invasive and expensive changes to the product line, because it has not been designed with that feature in mind. At the same time, the reactive approach is typically considered to be more structured than the extractive one, because each iteration follows clear planning steps. Overall, the reactive process aligns well with Agile methods of software construction [6].
4. Domain analysis and requirement analysis

4.1. Domain analysis

For SPLE community, Domain Analysis (DA) is a form of requirement analysis for the entire product line [77, 78]. As illustrated in Figure 1, DA is a part of the problem space and the first phase in the engineering process of the SPL approach. This phase encompasses all activities for eliciting and documenting the common and variable requirements of the product line [50].

The input for this phase consists of the product roadmap [50, 78]. The output comprises reusable, textual and model-based requirements and, in particular, the variability model of the product line itself. In addition, this phase anticipates prospective changes in requirements such as laws, standards, technology changes, stakeholder’s goals and market needs for future applications. Hence, the output does not include the requirement specification of a particular application, but the common and variable requirements for all foreseeable applications of the product line.

Domain analysis contains two primary tasks: domain scoping and domain modeling [6].

**Domain scoping** is the process of deciding on the extent or range of a product line. During this step, domain engineers decides which of all possible requirements arising in a domain should be considered. The scope describes desired features or specific products that should be supported. Thus, at this step, domain experts collect information about the target domain, for example, by analyzing handbooks, existing systems, interviews with domain experts, potential customers, and so on [76]. It has to be highlighted that scoping decisions are design decisions depending on the goals of the company developing a software product line. As such, they are typically subjective and based on previous experience.

**Domain modeling** captures and documents the commonalities and variabilities of the scoped domain since the scope of a product line should be recorded. As a first approximation, stakeholders could give examples for possible products, as well as counter examples documenting which products are and which are not in the scope of the product line. Typically, commonalities and differences between desired products are identified and documented in terms of features and their mutual dependencies. The domain modeling is expressed in term of feature models [78].

4.2. Requirement analysis

Requirement analysis concerns especially the “application engineering” part (see Figure 1). This phase encompasses all activities for developing the application requirement specification [50]. One of the main issues at this stage is the detection of deltas (Δ) between application requirements and the available capabilities of the platform.

Requirement analysis in product-line engineering is similar to requirement analysis in traditional software engineering. Requirement analysts solicit the customer’s requirements, typically, using well-known requirement-analysis techniques, such as interviews and document analysis [25, 50]. However, in product-line engineering, one can build on the knowledge gathered during domain analysis.
Domain analysis has already identified possible (business) requirements arising in the domain, so requirement analysts try to map the customer’s requirements to those identified earlier during domain analysis. Ideally, requirement analysis can be reduced to the selection of existing features, so that a product can be assembled using reusable implementations artifacts associated with these features. If a customer’s requirement cannot be mapped to one or more existing features, several strategies are possible [6]:

1. Domain engineers can decide that the requirement is out of the scope of the product line, so they simply cannot provide a corresponding feature or product.
2. Domain engineers can assemble the next best product without this feature and manually extend the resulting product with custom extensions. This way, they invest additional implementation effort during application engineering, which is not integrated back into the product line.
3. Finally, domain engineers can decide to change the scope of their product line and include the additional requirement in the form of a new feature or changes to existing features, including domain artifacts. That is, they go back to domain engineering and implement a new feature or modify existing ones. Subsequently, they can map the customer’s requirement to these features, from which other customers can also benefit.

Here, domain engineers face the emergent question: which path to take? This is a business decision that must be weighed. Additional development in application engineering to patch up a product is certainly cheaper in the short run than developing a new feature available for all the products (which involves again domain scoping and modeling steps), but other products of the product line cannot benefit from that development [76, 78].

Since this paper adopts a reactive approach, the third choice would be adopted. In fact, this strategy fits the Agile software product-line approach.

5. Variability management and requirements elicitation for ASPL

The broader the domain of a product line is, the larger is the number of possible stakeholders’ requirements that can be covered in the form of individually tailored products. However, the broader the domain, the smaller is the set of similarities among products. Therefore, two issues play a crucial role in the ASPL approach: the explicit handling of variability and the systematic reuse of implementation artifacts [7, 78].

On the one hand, feature-oriented SPL development relies on the notion of features in order to identify variability and commonality between the members of an SPL. On the other hand, in literature, many approaches are presented to deal with the software product line requirements engineering and variability management [77].

Requirement engineering (RE) is at the core of ASPL. Similar to requirements engineering for a single system [22, 48] the success of a software product line highly depends on the correct understanding of the context in which it will be used, the understanding of the domain requirements, and also the proper modeling, and analysis of the requirements [3]. Additionally, due to the development principles (i.e., variability management and extensive reuse [7]) in software product lines, requirement engineering is more challenging and critical than
requirement engineering for a single system. As already pointed out, requirement engineering in product lines can be divided into domain requirement engineering and application requirement engineering lifecycles. In the domain requirement engineering, requirements are developed with the purpose of incorporating reusability and variability into requirements artifacts. On the other hand, in the application requirement engineering phase, target requirements are developed by reusing reference requirements [9].

5.1. Variability management

One of the main concepts in SPLs is variability which provides the required flexibility for product differentiation and diversification [21]. Variability is defined as the ability of SPLs to be exchanged, customized, configured or extended to be of use in a specific context. This is achieved through alternative definitions of reusable devices, included in the family of software products that give rise to different products [56] in a way similar to polymorphism in software engineering.

For [59] and [7], to efficiently implement software product lines, the underlying code has to be variable. As variability is very general concept, the paper adopts the following definition of variability:

**Definition 2:** Variability is the ability to derive different products from a common set of artifacts.

Variability management is an aspect that distinguishes SPLs from other software development approaches in the sense that it involves extremely complex and challenging tasks that must be supported by appropriate methods, techniques, and tools [21]. Several representations of variability, together with mechanisms that facilitate its systematic exploitation, have been reported in the literature, and some efforts have been made to unify the concepts and relations of the field of Software Product Lines [11].

In order to model such variability, methods can be broadly categorized into two groups: the feature-based group which comprises methods that model the common and variable features of a product family (an analysis-oriented perspective), and the architecture-based group, which includes methods that describe variability in terms of components, interfaces, connectors and so on (a more design-oriented perspective) [10]. At the requirement engineering (RE) stage the focus is on the first group, that is, languages based on the modeling of features [54]. In fact, in domain engineering, the “feature modeling” approach is used to understand the target domain and develop reusable artifacts [29].

5.2. The feature concept

Features are a fundamental notion in modern software engineering [6, 7, 27]. In fact, features have already profoundly affected how software is engineered. They can substantially improve the communication among all stakeholders and will likely lead to new, more effective ways to modularize and develop software [27].
Features are of primary interest in product-line engineering since they can be used to distinguish the products of a product line. The notion of a feature is inherently hard to define precisely as it captures, on the one hand, intentions of the stakeholders of a product line, including end users and, on the other hand, design and implementation-level concepts used to structure, vary, and reuse software artifacts [6]. Therefore, the notion of feature has many definitions. [24] has ordered some of these definitions from abstract to technical as shown in Table 1 classification:

**Table 1 Abstract and technical definitions of "feature notion"**

<table>
<thead>
<tr>
<th></th>
<th></th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>[37]</td>
<td>“A prominent or distinctive user-visible aspect, quality, or characteristic of a software system or systems”</td>
</tr>
<tr>
<td>2</td>
<td>[38]</td>
<td>“A distinctively identifiable functional abstraction that must be implemented, tested, delivered, and maintained”</td>
</tr>
<tr>
<td>3</td>
<td>[29]</td>
<td>“A distinguishable characteristic of a concept (e.g., system, component, and so on) that is relevant to some stakeholder of the concept”</td>
</tr>
<tr>
<td>4</td>
<td>[16]</td>
<td>“A logical unit of behavior specified by a set of functional and non-functional requirements”</td>
</tr>
<tr>
<td>5</td>
<td>[20]</td>
<td>“A product characteristic from user or customer views, which essentially consists of a cohesive set of individual requirements”</td>
</tr>
<tr>
<td>6</td>
<td>[12]</td>
<td>“A product characteristic that is used in distinguishing programs within a family of related programs”</td>
</tr>
<tr>
<td>7</td>
<td>[24]</td>
<td>“A triplet, ( f = (R, W, S) ), where ( R ) represents the requirements the feature satisfies, ( W ) the assumptions the feature takes about its environment and ( S ) its specification”</td>
</tr>
<tr>
<td>8</td>
<td>[70]</td>
<td>“An optional or incremental unit of functionality”</td>
</tr>
<tr>
<td>10</td>
<td>[7]</td>
<td>“A structure that extends and modifies the structure of a given program in order to satisfy a stakeholder’s requirement, to implement and encapsulate a design decision, and to offer a configuration option”</td>
</tr>
</tbody>
</table>

According to [6, 7, 77], the first seven definitions treat features mainly as a means to communicate between the different stakeholders of a product line (end users, managers, programmers, and so forth), in order to distinguish software products. The last three definitions treat features as design decisions and implementation-level concepts that are part of the software construction phase. These different views on features stem from the different use of features in the different phases of product-line engineering. Based on the essence and commonalities of prior usage, we endorse [6] to define features as follows:

**Definition 3:** A *feature* is a characteristic or end-user-visible behavior of a software system. Features are used in product-line engineering to specify and communicate commonalities and differences of the products between stakeholders, and to guide structure, reuse, and variation across all the phases of the software life cycle [6].

The product portfolio of a product line is defined by its features and their relations. A specific product is identified by a subset of features, called a *feature selection*. Not all feature selections are valid and specify meaningful products. A constraint on the feature selection is called a
feature dependency. Feature dependencies are modeled explicitly in product lines as part of feature modeling.

**Definition 4:** A product of a product line is specified by a valid feature selection (a subset of the features of the product line). A feature selection is valid if and only if it fulfills all feature dependencies [6].

Features, feature selections, feature constraints, and products emerge in all sorts of product lines, and especially in software product lines (SPL). In the rest of Section 5, we discuss the role of the feature concept in the product-line engineering process. We introduce feature models as a formalism to describe features and their constraints. Finally, a formalization of the feature model in propositional logic opens the door for formal methods of analyzing product-line variability.

### 5.3. Feature modeling

Modeling variability is a crucial step in SPLE approach. A common approach of variability modeling is to express it in terms of common and optional features, a process called feature modeling. Feature modeling presenting *feature models* and their graphical representation as *feature diagrams*, are currently the most popular form of variability models [53, 50, 28].

Feature modeling takes place in domain analysis, but its output plays a central role in other phases of product-line development, e.g., for requirements analysis and product derivation [6, 7]. In fact, the feature modeling specifies the set of valid products. Especially it helps analysts to introduce the graphical language of feature diagrams. Moreover, it allows them to connect the graphical representation to a formal representation that is the basis of engineering tools.

#### 5.3.1. Feature Model (FM)

By definition, a feature model (FM) documents a product line variability, more precisely, the features of a product line and their relationships [7]. Since FM describes the relationship between features, it leads to define which feature selections are valid.

In its simplest form, a feature model comprises a list of features and an enumeration of all valid feature combinations [6, 76, 77]. However, such enumeration quickly becomes too large to be practical; therefore, other modeling approaches are required.

In this sense, [6] lists some potential information that domain analysts could collect on features such as proposed in Table 2:
Table 2: Some potential information to collect on features [6]

<table>
<thead>
<tr>
<th></th>
<th>Description of a feature and its corresponding (set of) requirements</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Relationship to other features, especially hierarchy, order, and grouping</td>
</tr>
<tr>
<td>2</td>
<td>External dependencies, such as required hardware resources</td>
</tr>
<tr>
<td>3</td>
<td>Interested stakeholders</td>
</tr>
<tr>
<td>4</td>
<td>Estimated or measured cost of realizing a feature</td>
</tr>
<tr>
<td>5</td>
<td>Estimated or measured cost of realizing a feature</td>
</tr>
<tr>
<td>6</td>
<td>Potentially interested customers and estimated revenue</td>
</tr>
<tr>
<td>7</td>
<td>Configuration knowledge, such as ‘activated by default’</td>
</tr>
<tr>
<td>8</td>
<td>Configuration questions asked during the requirements analysis step</td>
</tr>
<tr>
<td>9</td>
<td>Constraints, such as “requires feature X and excludes feature Y”</td>
</tr>
<tr>
<td>10</td>
<td>All kinds of behavioral specifications, including invariants and pre- and post-conditions</td>
</tr>
<tr>
<td>11</td>
<td>Known effects on non-functional properties, such as “improves performance and increases energy consumption”</td>
</tr>
<tr>
<td>12</td>
<td>Rationale for including a feature in the scope of the product line</td>
</tr>
<tr>
<td>13</td>
<td>Additional attributes, such as numbers and textual parameters, used for further customization during product generation</td>
</tr>
<tr>
<td>14</td>
<td>Potential feature interactions</td>
</tr>
</tbody>
</table>

In feature-oriented design and implementation, feature diagrams are considered as standard visual representation, whose semantics is specified by a translation into propositional logic. Thus, feature diagrams define a feature model as a hierarchy of features and constraints among them.

5.3.2. Feature Diagram

Classically, as in object-oriented modeling languages such as UML [79], BPMN [80], models are visually represented in a schematic form by diagrams in addition to formal specifications such e.g., OCL [81] in the case of UML. This has been motivated by practitioners and experiences on the field since it is more convenient and less tedious to model with diagram than formal specifications. Hence, a feature diagram is a graphical notation to specify a feature model. It is a tree whose nodes are labeled with feature names. Different notations convey various parent-child relationships between features and their constraints [6, 7].

If a feature \( f \) is a child of another feature \( p \), \( f \) can be selected only when \( p \) is also selected. Typically, a feature diagram includes mutual relations between features. For example, the parent feature denotes a more general concept and the child a specialization [6, 76].

Mandatory and optional features are distinguished by a small circle on the child node. In fact, a filled bullet denotes a mandatory feature, whereas an empty bullet denotes an optional feature (see Figure 5). The parent node is labeled with \( p \), the child node with \( f \) [78, 6, 7].

In Figure 4, the edges between a parent feature and a group of child features \( f_1 \) are connected via an empty arc. This graphical element denotes a choice of exactly one feature out of a feature group (that is, choose one from \( \{ f_1, \ldots, f_n \} \)). Mathematically, it denotes exclusive disjunctions of features [6].
Figure 3 shows child features connected via a filled arc. This graphical element denotes an unrestricted choice of one or more features out of a feature group. It is chosen if, at least, one feature of the collection has to be selected, but there are no other restrictions. Mathematically, it denotes an inclusive disjunction of features [78, 6].

**Definition 5**: [6] defines a feature diagram as a graphical representation of a feature model as a tree over the feature set $F$ and feature relations in terms of parent($p$)–child($f$) and integrity constraints. Each edge in the tree is defined by exactly one feature constraint, that is, by a declaration of one of the feature constraint types mandatory, optional, alternative, or or.

\[
\begin{align*}
\text{root}(f) & \equiv f \quad (1) \\
\text{mandatory}(p,f) & \equiv f \iff p \quad (2) \\
\text{optional}(p,f) & \equiv f \Rightarrow p \quad (3) \\
\text{alternative}(p,\{f_1,\ldots,f_n\}) & \equiv ((f_1 \lor \ldots \lor f_n) \iff p) \land \\
& \quad \bigwedge_{i<j} \neg(f_i \land f_j) \quad (4) \\
\text{or}(p,\{f_1,\ldots,f_n\}) & \equiv (f_1 \lor \ldots \lor f_n) \iff p \quad (5)
\end{align*}
\]

Additionally, a set of cross-tree constraints may be defined. The corresponding propositional formula of the feature constraints and the cross-tree constraints are conjoined resulting in one propositional formula that represents the semantics of the whole feature diagram [7]. See Figures 3, 4 and 5.
Furthermore, Figure 6 illustrates the *metamodel* of feature. It summarizes the whole foundations seen above on feature management approach.

![Feature Metamodel](image)

**Figure 6 Feature Metamodel**

### 6. Elicitation of requirements

As stated in Section 4.2 requirements analysis in product-line engineering is similar to traditional software engineering. In fact, in the application-engineering phase, analysts identify the requirements of a target application, design and realize the application by reusing the existing domain concepts and developed artifacts [9].

In the case of single information system (IS\(^1\)) development, many requirement-engineering approaches are present and used within the software engineering methodologies. In fact, IS are more and more huge and complex. In order to deliver the expected IS on time, considering all the constraints linked to the development ecosystem, the concerned community has to lead an optimal requirements elicitation. The requirement elicitation aims to specify the IS completeness and correctness, besides guaranteeing the quality, validation and acceptance [45].

In order to achieve the objectives of this paper, the focus is on the goal-oriented requirement engineering models. This paper adopts the i* framework due to its wide adoption in software industry and research.

---

\(^1\) Information System (IS) means the target software together with its environment made of human agents, devices, legacy software, etc.
6.1. Goal oriented requirement engineering

The goal-oriented approach of requirement engineering (GORE) focuses on the organizational goals of stakeholders to elicit requirements and intentions of a system. In fact, GORE refers to the use of goals – i.e., stakeholders’ goals – are used to elicit, elaborate, structure, specify, analyze, negotiate, document, evaluate, and modify requirements [45] [61].

**Definition 6:** A goal is a prescriptive statement of intent that the system should satisfy through the cooperation of its agents [61].

**Definition 7:** An agent is an active system component playing a specific role in goal satisfaction [61].

According to the definition 6, the word “system” may refer to the system-as-is\(^2\) or the system-to-be\(^3\). Goals are perspective\(^4\) statements like requirements and unlike domain properties, as the latter, are descriptive\(^5\). Thus, goals are declarative, unlike operational procedures for achieving them. Therefore, the goal must be formulated in terms of phenomena shared among agents; such phenomena are controlled by some agents and monitored by others [32, 61, 83, 84].

As stated by [33, 61], goal identification is not necessarily an easy task. Sometimes goals are stated explicitly as system objectives during elicitation sessions. More often, they are kept implicit and analysts need to “mine” them from preliminary documents and from elicited material such as scenarios, workflow, descriptions and other operational details provided by stakeholders. Goals provide a basic abstraction for addressing the WHY and WHO dimensions of requirement engineering. In fact, when goals are explicitly stated as system objectives, analysts may ask HOW questions during elicitation to find out contributing sub-goals. When they are kept implicit in the scenarios and operational descriptions being elicited, analysts may ask WHY questions to make them explicit.

Goals can be stated at the different levels of abstraction:

- At higher levels, there are coarser-grained goals stating strategic objectives related to the organization.
- At lower levels, there are finer-grained goals stating technical objectives related to system design options.

This difference in goal level and granularity suggests a specification-structuring mechanism based on contribution links among goals. A coarser-grained goal may be refined into finer-

---

\(^2\) The system-as-is, the system as it exists before the machine is built into it.

\(^3\) The system-to-be, the system as it should be when the machine will be built and operated in it.

\(^4\) Perspective statements state desirable properties about the system that may hold or not depending on how the system behaves. Such statements need to be enforced by system components. They are in the optative mood [61]

\(^5\) Descriptive statements state properties about the system that hold regardless of how the system behaves. Such properties hold typically because of some natural law or physical constraint. Descriptive statements are in the indicative mood [33].
grained goals contributing to it or, conversely, finer-grained-goals may be abstracted towards coarser-grained goals to which they contribute [32].

There are different types of goals. A goal is either a behavioral goal or a soft goal. A behavioral goal declaratively prescribes intended system behaviors. It can be established in a clear-cut sense; a system behavior satisfies it or not. A behavioral goal is an Achieve goal or a Maintain goal according to the pattern of temporal behavior that it prescribes. Achieve goals prescribe behaviors where some target condition must eventually become true. Maintain goals prescribe behaviors where some 'good' condition must be maintained or some 'bad' condition must be avoided (Avoid goal). Behavioral goals are used for building operational specifications of the system. A soft goal prescribes preferences among alternative system behaviors. It is more fulfilled along some alternatives and less along others. Soft goals cannot be established in a clear-cut sense. They are used as criteria for selecting system options among multiple alternatives [33, 61].

Different categories of goals may overlap. A functional goal states the intent underpinning a system service. Satisfaction goals and information goals are common sub-categories of functional goals. A non-functional goal states a quality or constraint on service provision or on system development. Accuracy, safety and security goals deserve special attention in mission-critical systems [82, 83, 84].

Goal refinement provides a natural mechanism for structuring complex specifications at different levels of concern. A goal refinement graph shows the refinement and contribution links among goals. Requirements and expectations appear as leaf nodes in this graph [61].

Goals play a crucial role in the RE process. They yield a precise criterion for requirements completeness and pertinence. Goal contribution links yield chains of satisfaction arguments that can be used for showing the alignment of the system-to-be with the organization's strategic objectives. Goals also provide anchors for risk analysis, conflict management and comparison of alternative options. Goal refinement structures provide useful information for evolution support and traceability management [32, 33].

Figure 7 Goal types
**Definition 8:** A goal model is a triple \( GM = \{ G, C, D \} \). \( G \) is a set of goals (also called intentions or intentional elements). Intentions are (hard) goals \( (G_h) \), tasks \( (G_t) \) and soft goals \( (G_s) \). \( C \) and \( D \) describe intentional relations on \( G \). \( C \) denotes positive and negative contributions \( (G \times \{ Make, Help, Some+, Unknown, Some-, Hurt, Break \} \times G) \). \( D \) are decomposition relations of intentional elements \( G \times \{ IOR, XOR, AND \} \times \mathcal{P}(G) \). [9]

Briefly, the use of GORE elicitation is based on a multi-view model showing how goals, objects, agents, scenarios, operations, and domain properties are inter-related in the system-as-is and the system-to-be [52]. Several models based on GORE such as i* [69, 32], KAOS [61], Lightswitch [51], NFR [23], GRL [34], and URN [34] are widely studied by academics and practitioners.

All these GORE languages are dedicated to the problem understanding and goal elicitation. They differ on the point of view they adopt to analyze the problem:

- **KAOS** focuses on the hierarchical decomposition of goals and their operational statements.
- **Lightswitch** addresses the goal-directed behavior of enterprises based on the maintenance of success in a changing environment. It relies on General Systems Thinking (GST) and Cybernetics principles.
- The **NFR** approach maps non-functional requirements to softgoals, decomposes them into a hierarchy of sub-softgoals and finally looks for impeding softgoals in other branches of the tree.
- **GRL** was standardized by the ITU-T, from the telecommunication field. It is also based on i* but generalizes the i* concepts and it has an explicit meta-model.
- **TROPOS** is based on i* but differs from it as it covers more than the early requirements phase and it has seen its syntax and semantics evolve apart. The main idea behind Tropos is to allow goals and softgoals up to the architectural design level [69, 82, 83, 84].

Among these goal modeling approaches this paper adopts the i* framework due to its wide adoption in software industry and research. Moreover, i* as a visual language, supports communication between stakeholders. In fact, i* deal well with the early requirements phase which is communication intensive.

### 6.2. i* Goal modeling approach

Scenarios based on GORE approaches, such as i*, model the early phase of the requirements analysis, and consider organizational contexts, intentions and rationales for stakeholders demands [15] [22]. The early requirements phase is thus concerned with the understanding of the problem and its social or organizational context. It investigates the problem of domain by eliciting the **WHO** (i.e., the stakeholders) and the **WHY** (i.e., the goals and their rationale) that support the development of the system under study. As already pointed out, early requirements engineering is a decisive phase of the IS development because overlooked or misunderstood requirements may lead to expensive errors during later stages [47].
6.2.1. About i*

The i* modeling language [69, 66, 65] was introduced to fill the gap in the spectrum of conceptual modeling languages, focusing on the intentional (why?), social (who?), and strategic (how? how else?) dimensions [33]. i* is a visual language where every construct of the language is depicted by a symbol and the whole information is represented on diagrams [31]. It is composed of the strategic dependency model (SD) and the strategic rationale model (SR). These models share a set of i* constructs which are linked by several relationship types. The following section defines briefly each of these terms and shows their visual aspects (see Figure 8).

6.2.2. i* construct types

- An **actor** is an active entity that undertakes actions to achieve goals by using its know-how. This construct is specialized in the notions of agent, role and position.
- An **agent** is a physical or tangible actor (i.e., a human being or a hardware operator (along with some software)) whose characteristics (e.g., skills, knowledge, and limitations) are not easily portable to another actor.
- A **role** is an abstract characterization of an actor’s behavior according to a specialized context or a certain activity domain. These characteristics are easily transferable to other actors.
- A **position** is a set of roles taken on by an agent.
- An **actor boundary** sets the intentional boundary of an actor. All the elements inside its boundary are explicitly desired by the actor.
- A **goal** denotes an intentional desire of an actor. The goal does not give details about how it can be fulfilled.
- A **softgoal** is a goal whose satisfying criteria are not clearly established. On the contrary, an actor subjectively assesses the satisfaction of a softgoal. While a goal is said to be satisfied, a softgoal may be satisfied.
- A **task** is the manner that an actor considers to fulfil a goal or a softgoal.
- A **resource** denotes an informational or physical entity desired by an actor.
- A **belief** is an assumption about the world that the actor thinks is true. A belief differs from a goal, as it is true independently from any desire of the actor.

6.2.3. i* relationship types

- A **means-end link** indicates a relationship between an end (i.e., an objective to be reached) and a means to reach the objective.
- A **decomposition link** connects a task to the sub-element(s) which it is composed of. These sub-elements can be goals, softgoals, tasks or resources.
- A **strategic dependency link** indicates that an actor depends on another actor to obtain an intentional element. An intentional element is basically a thing that a user wants (i.e., a goal, a softgoal, a task, a resource, a belief).
A *contribution link* is used to signify that an intentional element (i.e., a goal, a softgoal, a task, a resource, a belief) influences positively or negatively the satisfaction or the fulfilment of the softgoal. There are nine levels of contribution. The level of contribution is textually added on the link.

- **Make** indicates that the contribution is positive enough to make the softgoal satisfied.
- **Help** indicates a partial positive contribution but not sufficient on its own to satisfy the softgoal.
- **some+** indicates a positive contribution without providing its strength (i.e., it is either a make or a help contribution).
- **Unknown** denotes a contribution but its impact is unknown: it influences the softgoal positively or negatively.
- **some-** indicates a negative contribution without providing its strength (i.e., it is either a hurt or a break contribution).
- **Hurt** indicates a partial negative contribution but not sufficient on its own to deny the softgoal.
- **Break** indicates a negative contribution sufficient enough to deny a softgoal.
- **AND** means that the softgoal is satisfied if every sub-element is achieved.
- **OR** means that the softgoal is satisfied if one of the sub-elements is achieved.

---

**Figure 8** i* standard notations [31]
6.2.4. Strategic Dependency model (SD)

The strategic dependency model expresses the intentional relationships among actors. Visually speaking, it is a graph composed of a set of nodes and links. Each node denotes an actor and can be linked to one or several actors to indicate that this actor depends on the other for something in order to attain some goal. The “something” is visually represented by a node and is called the *dependum* [31]. A relationship between two actors is thus graphically represented by two links:

- a link from the *depender* actor to the *dependum* node
- and another link originating from the *dependum* to the *dependee* actor.

6.2.5. Strategic Rationale model (SR)

A strategic rationale model is a network that shows the rationale behind the actors’ dependencies. SR models are, somehow, SD models that have been “opened up” to show the specific intentions of some of the actors of the SD model. The dependums that appear in the SD model are detailed: the rationale that supports each dependum is elicited through a hierarchy of goals, softgoals, tasks, resources and beliefs. This hierarchy details why the depender wants this dependum. Moreover, the SR model also develops another hierarchy having for root that dependum: it explains in terms of goals, softgoals, tasks, resources and beliefs how the dependum is obtained/satisfied [31].

7. Goal-oriented RE for Agile SPLs

From the previous discussions, Feature Modeling appears as a crucial technique to identify commonalities and variabilities in an SPL. However, Feature Models show only a specific perspective, which is not sufficient to express all the characteristics and constraints of an SPL [5]. Using a goal-oriented approach, such as i*, to complement (and help define) feature models would improve such models enhancing meaning and justification to features. Goal-oriented modeling provides a way to identify variabilities at an early phase of requirements, allowing alternative options to satisfy stakeholder’s goals.

7.1. Goal-oriented models (GM) and Feature Models (FM)

This section presents the distinctions between goal-oriented models (goal models) and feature models in Table 3. In addition, a comparison of variability types in both models are outlined.
**Tab. 3 Comparison of GM and FM**

<table>
<thead>
<tr>
<th><strong>GM</strong></th>
<th><strong>FM</strong></th>
</tr>
</thead>
<tbody>
<tr>
<td>Is an artifact representing stakeholders’ objectives and strategies. It describes the intentional space of a domain stakeholders [69]</td>
<td>Describes the configuration space of a product line. Accordingly, it represents characteristics of software products that belong to a product line [69]</td>
</tr>
<tr>
<td>Different terms are defined for goals: achieve, maintain, avoid, and cease [68]</td>
<td>Features can only be selected or deselected [68]</td>
</tr>
<tr>
<td>An intentional decomposition (except for soft goals) in a goal model is an entailment, i.e., an AND-decomposition of source intentional elements is one possible combination (among others) of source intentional elements that implies the target intentional element [41]</td>
<td>An AND-decomposition in a feature model is a PartOf relation that implies that a parent feature contains its child features [41].</td>
</tr>
<tr>
<td>Behavioral variability represents the various behaviors of a single system that may be used by its user [43]</td>
<td>Product line variability refers to differences between products in a product line, which may exist among their requirements, design models and implementation models [64]</td>
</tr>
<tr>
<td><strong>OR decompositions (and similarly XOR-decompositions)</strong> represent intentional/behavioral variability [9]</td>
<td><strong>OR decompositions (and similarly XOR-decompositions)</strong> represent product line variability [9]</td>
</tr>
</tbody>
</table>

### 7.2. OR / XOR decompositions

In goal models, OR and XOR relations represent variability in the stakeholders’ goals (i.e., intentional variability), and the ways these goals can be achieved (i.e., behavioral variability) [9]. When developing a reference design and implementation models from the family goal model, these variability relations can lead to either intentional/behavioral variability or product line variability in the reference models.

**First case: OR decompositions (and similarly XOR-decompositions) represent intentional/behavioral variability**

**OR** decompositions (and similarly **XOR**-decompositions) represent intentional/behavioral variability, if all the products having a target intentional element involved in the OR relation (XOR relations), contain all source intentional elements of the OR-decomposition (XOR-decomposition) in their goal models.

**Second case: OR decompositions (and similarly XOR-decompositions) represent product line variability**

**OR** decompositions (and similarly **XOR**-decompositions) represent product line variability if source intentional elements involved in OR-decompositions (XOR-decompositions) vary between different products that contain the target intentional element.

At this stage, it should be noticed that feature models not only show variabilities in requirements but also encapsulate product line variabilities in designing and implementing models [37]. Therefore, a feature model may contains several variability relations that do not exist in the goal model.
Consequently, investigation of the notion of variability in the goal and feature models disclose the differences in their semantics of variability. *Variability relations* in goal models can be either *product line* variability or *intentional/behavioral* variability while feature models only represent the *product line* variability.

### 7.3. Extending the standard goal model

According to [9], the existing goal model notations do not discriminate between product line variability and intentional/behavioral variability. Thus, this paper presents an extension to the standard goal model notation in order to distinguish the types of variability in the family goal model.

For **OR-decompositions (XOR-decompositions)**, the product line variability and intentional/behavioral variability are distinguished using the *variation point (VP)* notation. OR-decompositions, showing product line variability, are labeled as VP. In fact, VP defines alternative ways for fulfilling the goal [68].

In standard goal modeling, AND-decomposing a target intentional element (goals or tasks) into source intentional elements implies that the satisfaction of the target intentional element depends on the satisfaction of all of its sources [69] [61] [34]. However, in the extended-goal models presented in this section the fulfillment of some source of intentional elements in AND-decomposition may be necessary for the target intentional element of a particular product. However, their non-fulfillment does not make the target intentional element unsatisfiable in other products. To enable extended-goal models to present and describe these situations, [9] adds the notion of *optional goals*, resembling optional features in feature model. Hence, intentional elements in an AND-decomposition can be optional if their non-fulfillment does not lead to non-fulfillment of the target intentional element.

Moreover, for the extended-goal model, [9] uses soft goal as means for resolving product line variability in the intentional space. Therefore, *contribution links* can propagate the desired satisfaction level of soft goals into goals and tasks and help in the selection of a proper variant of product lines-based intentional variability.

**Definition 9:** an extended-goal model $EGM = \{G, C, D^E\}$ extends a goal model $GM = \{G, C, D\}$ as follows: the decomposition relation $D$ is extended by decompositions that cover product line variability $D^E \subseteq G \times \{IOR, XOR, AND, AND-O, IOR-VP, XOR-VP\} \times P(G)$. [9]

### 7.4. Relating intentional elements to features (mapping)

In the domain engineering process, goal models capture intentional variability [67] [42] and describe the intentions behind existing features in the software product line. Hence, using the goal model, engineers can ensure that existing features and variability relations in feature models are aligned with intentional variability in the goal models. They can also trace back differences in products to differences in the intentions of the stakeholders [9].
According to the model proposed by [9], in order to represent an explicit mapping (i.e., a mapping indicated by domain engineers), a mapping relation for each mapped task is developed (See Figure 9). In addition, if a feature is mapped to more than one goal or/and task, then the corresponding feature appears in the mapping relations of all those goals or/and tasks. After explicit mapping between tasks in an extended-goal model and features in a feature model, engineers can drive implicit mappings between intermediate tasks and goals and features through existing relations in goal models and feature models. Based on [9] proposition, this paper adopts the following definition of mapping:

**Definition 10:** Let $\textit{EGM} = \{G, C, D\}$ be an extended-goal model where $G = (G_g \cup G_t \cup G_s)$ and $\textit{FM} = \{F, F_M, F_O, F_{\text{OR}}, F_{\text{XOR}}, F_{\text{incl}}, F_{\text{excl}}\}$ a feature model, $\Phi_i (G_i, F)$ is a mapping relation between an intentional element $G_i \in (G_g \cup G_t)$ and a set of features $F_i \subset F$, and $\Phi$ denotes the set of all mappings between EGM and FM. [9]

---

**Figure 9** GORE approach for Agile Software Product line process – (Phase 1: Domain engineering) – (Phase 2: Application engineering)
7.5. Mapping between EGM and FM using i*

As stated above, GMs represent how the system-to-be and its environment can achieve root-level goals together. FMs, on the other hand, are only used to represent variability within the system-to-be. Therefore, in order to generate FMs, we need to identify a subset of goals in the extended-goal model (EGM) that are intended to be achieved by the system-to-be [67].

According to [67] and based on what [9] presents, in the first place, domain engineers need to identify two types of leaf-level goals. They have to identify which goals are assigned to the system-to-be and which are assigned to actors in its environment. The leaf-level goals to be achieved by the system environment are replaced with NOP (no operation) goals, they can identify parts of the goal model that are not assigned to the system and must not be mapped into features. They replace a non-leaf goal with an NOP goal to indicate that it is not the responsibility of the system if all of its subgoals are NOP goals.

Next, every remaining goal node is mapped into a feature with the same name. It is now easier to see that AND/OR-decompositions of goals (Figure 10 A/D), if mapped into features, produce sets of Mandatory and OR-features respectively. However, Alternative and Optional feature sets do not have counterparts in the AND/OR-goal models. Thus, in order to generate these types of features engineers need to annotate the goal models. First, they analyze whether some of the OR-decompositions are, in fact, XOR-decompositions (where exactly one subgoal must be achieved) and then annotate these decompositions with the symbol “|” or “XOR” (figure 10 C). The annotated OR-decomposition corresponds to a feature refined into a set of alternative features. Similarly, to produce optional features, they identify patterns where a goal is OR-decomposed into a number of subgoals with at least one subgoal (NOP) being delegated to an agent in the environment of the system-to-be (figure 10 B). Then, the non-NOP sibling subgoals will be mapped into optional features. The generated user-oriented feature models reflect the fact that decompositions in goal models are more restrictive than in feature models. Thus, they produce feature models where features must have subfeatures of a single type and cannot have more than one set of Alternative or OR-features. One can further group them into mixed-type feature decompositions if appropriate [67] [9].
Moreover, for [67], constraints can be used in feature diagrams to represent relationships among variable features that cannot be captured by feature decompositions. These constraints include, for example, mutual exclusion and mutual dependency. Goal models allow the analysis of alternative goal decompositions with respect to their contributions to certain quality criteria. However, feature models provide no such facility and therefore the selection of features for a member of a product line family is not explicitly guided by non-functional requirements. To alleviate this issue, softgoal contributions present in goal models can be used to generate feature model constraints that relate features with corresponding goals that help (+) or hurt (−) the same softgoal. For instance, if two system-delegated goals help (respectively, hurt) the softgoal S, then both their corresponding features will most likely have to be included in (respectively excluded from) the system, provided that the softgoal is of importance for that system variant in the goal model. Thus, domain engineers generate a mutual dependency constraint between the two features. The constraint label includes the strength of the softgoal contribution and its name to document the source of the constraint (e.g., +depends[S], if both goals help S). Similarly, if two system-delegated goals have opposite contributions to a softgoal, then selecting both corresponding features in a system that tries to satisfy the softgoal will be counterproductive. This will result in a mutual exclusion constraint between the two features. Thus, the constraints help in the feature selection process by accounting for stakeholders’ quality concerns.

Feature constraints are parameterized by a softgoal S to indicate that they are significant only when S is important to the stakeholders. As well, the strength of the softgoal contributions determines the strength of the constraints (as shown by + + | + | − | − −). Trade-off can be made when multiple feature constraints are parameterized by multiple softgoals. The preferences and priorities in the softgoals give rise to the ranking of the importance of the feature constraints in the feature model. The process is also extended to support constraints among feature sets [67].

In order to illustrate the steps stated in this section, the example of “Schedule Meeting”6 [62] is used. To “Schedule Meetings” (a stakeholder goal), one needs to “Collect Timetables” and to “Choose Schedules”. Each of the subgoals of “Schedule Meetings” has two alternative solutions, done either manually “By Person” or automatically “By System”. A system can collect a timetable “From Agents” or directly “From Users”, which can be done by “Sending Requests” and “Receiving Responses”. In addition, the “Minimal Effort” softgoal can be achieved by minimizing “Collection Effort” and minimizing “Matching Effort”. Similarly, “Good Quality Schedule” is guaranteed by having “Minimal Conflicts” and “Good Participation”. Furthermore, “(Collecting Timetable) By Person” is a tedious task for a meeting scheduler, thus it hurts the criteria of “(minimal) Collection Effort”. Figure 11 shows a goal model of the example of “Schedule Meeting”.

---

6 The example of “Schedule Meeting” is a simplified version of the The Meeting Scheduler Problem: Preliminary Definition provided in [69].
Figure 9 is simplified into a system-only goal model (Figure 12a), then four types of features are created, and two conflicting constraints are generated based on the two pairs of conflicting contributions to softgoals (Figure 12b). In the figure, one can see the correspondence between variation points (VP) in the two models.

Figure 11 A goal model of the "Schedule Meeting" [67]

Fig. 12 a feature model (FM) generated from the goal model of "Schedule Meeting" in fig. 9 – (a) is a system-only goal model of the running example – (b) is the generated FM. [67]
8. Discussion

In this section, we present our arguments for choosing to adopt the explained goal-modeling approach. In fact, several publications recommend using GORE in the context of SPLE.

For example, Yu et al. [67, 68] developed an approach to (1) generate design models from goal models and (2) use the goal models for configuration of the generated design models. They introduce in [67] a set of annotations for generating feature models from goal models, which they extend in [68] to design models such as state-charts and components.

In addition, Silva et al. [55] employ aspe ctual i* to support variability in software product lines. Mandatory features are considered internal elements of i*, while optional, alternative and OR features are treated as aspe ctual elements in their approach. Composition rules are defined for all variabilities in the models. Introducing aspects in i* models and describing composition rules for all variabilities increased the complexity of models, which leads to scalability problems. Finally, this work is based on the assumption that each optional and alternative feature is mapped into one aspect.

Furthermore, goal and feature model relations are investigated by Antonio et al. [5]. They propose an approach to derive feature models from i* goal models. A feature is defined as a relevant characteristic of the system, while a system characteristic allows achieving a certain goal. They integrated cardinalities into i* models to represent (optional and alternative cases) variability in the models. Furthermore, a means-end relation may be transferred into OR-relation or alternative relation according to the cardinality of means involved in the relation. In addition to the extension on i*models, they introduced a set of heuristics to produce a feature model from i* models.

Many other examples were found in literature that deal with the issue of the use of goal-modeling technique in SPLE. However, this paper adopt the approach presented by Asadi et al [9]. Here after, it is explained why the approach of Asadi et al. was adopted.

The main target of paper’s authors is to develop a good framework that could be used in the context of agile software product lines (ASPL). Requirement engineering it is a corner stone since it is needed at different stages of the ASPL process. It is thus important to choose the adequate RE approaches that present a useful requirement elicitation for the ASPL.

The work introduced by Asadi et al [9], is found adequate for Agile SPL. In fact, their approach mainly differs from other approaches in providing a comprehensive validation approach that takes potential changes in feature models. Those changes can appear during the design of SPLs and validates whether variability relations in the feature model are aligned with the intentional relations in the family goal model. Additionally, they discriminate between product line variability and behavioral variability in goal models, which is neglected in most of the time. Consequently, their contribution advances the state-of-the art in GORE for SPLs with a formal and correct validation approach for family requirement models. Their proposed validation assures that intentional variability of an ASPL captured in goal models, does not violate constraints of technical variability captured in feature models. The proposed validation approach compares the influence of intentional relations given by a goal model with feature relations from the feature model. That is why their approach was adopted.
9. Conclusion and future work

The aim of this paper was to figure out an adequate requirement engineering approach that fit agile software product lines (ASPL). After investigating the literature, it was found that goal oriented requirement engineering (GORE) approaches are good candidates to complement (Agile)SPL. In fact, GORE approaches could offer useful technique to use in “Problem Space” of the ASPL process.

Both goal models and feature models have been used successfully in software engineering research and practice to capture stakeholders’ needs and intentions [32] [2] [4] and manage product line variability [38] [44]. Their combinations advance requirements engineering and configuration in the ASPL context. Applying goals in software product line not only facilitates identifying features in domain engineering life cycle, but also ease the selections of features based on stakeholders’ intentions and needs in application engineering life cycle. Several publications and tooling support demonstrate the practical applicability of the goal-oriented requirement engineering in the context of SPLE. Among these references, the approach presented by Asadi et al [9] was adopted for its great usefulness in agile contexts.

In addition, based on [9] approach and ASPL foundations, this paper shows how feature models could be generated from i* model. The example of “Schedule Meeting” was used to illustrate the different steps.

To conclude, the main goal of this paper was to show how a feature model could be generated from a goal-oriented model, and also to justify the choice of the approach used to achieve this target.

In our future work, we will investigate the use of user stories (US) within the ASPL process and we will develop a framework that could be used for ASPL.
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