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Abstract

Total tourist arrivals are the sum of disaggregate subcomponent arrivals by country of origin. We use seven time-series models to assess whether the aggregate approach that directly forecasts the total tourist arrivals outperforms the disaggregate approach that produces the total arrival forecast as an unweighted sum of its subcomponent forecasts. Based on Hong Kong’s monthly tourist arrival data, we find (a) the seasonal autoregressive integrated moving average model outperforms the other non-seasonal and seasonal models under the aggregate approach, and (b) forecast performance can be improved by the disaggregate approach.
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1. INTRODUCTION

An accurate forecast of tourist arrivals is critical for the tourism industry, chiefly because of the perishable nature of tourism-related services, as exemplified by empty hotel rooms that cannot be used for future sales (Archer, 1987). Witt and Witt (1995) report that some commercial organizations produce international tourism demand forecasts, focusing on the total number of tourists traveling from a country of origin to a country of destination (e.g., Brooke, Buckley & Witt, 1985; Means & Avila, 1988). Large companies (e.g., major airlines and hotel chains) often generate forecasts internally, with varying time horizons (e.g., short- vs. long-term) and levels (e.g., local vs. regional) to suit their decision making. For example, short-term forecasts are required for scheduling and staffing, medium-term forecasts for planning tours and vacation packages, and long-term forecasts for planning capital expenditures. For economic growth and planning reasons, governments are also interested in total tourist-arrival forecasts, preferably differentiated by season and local destination.

Total tourist arrivals to a destination are the unweighted sum of disaggregate subcomponent arrivals by origin. Using seven time-series models and Hong Kong tourist arrival data, this paper investigates whether the aggregate approach that directly forecasts total tourist arrivals outperforms the disaggregate approach that derives the total tourist-arrival forecast as an unweighted sum of its subcomponent forecasts. The policy implication is clear: if the disaggregate approach outperforms the aggregate approach, it should be used in forecasting Hong Kong’s total tourist arrivals.

The paper contributes to the tourism forecasting literature as follows. First, it uses Hong Kong’s monthly tourist-arrival data to document the performance of alternative forecasts under the aggregate and disaggregate approaches. To the best of our knowledge, this is the first analysis of its kind for Hong Kong, one of the most popular tourist destinations in the world. Second, it finds that the seasonal autoregressive integrated moving average model (SARIMA) outperforms the other models under the aggregate approach. Third, it illustrates that the disaggregate approach outperforms the aggregate approach, corroborating the empirical evidence in other applications (e.g., Zellner and Tobias, 2000). Finally, it proposes a variant of the disaggregate approach that forms the total tourist forecast as a weighted sum of the subcomponent forecasts. While the variant generally improves the forecast performance of six of the seven models considered herein, it is not the case for the SARIMA model. Hence, we recommend applying SARIMA and the disaggregate unweighted-sum approach for forecasting Hong Kong’s total tourist arrivals.
The rest of the paper proceeds as follows. To provide a contextual background, section 2 reviews the literature on the debate of the aggregate vis-à-vis the disaggregate approach in forecasting. Section 3 presents our empirical results, and Section 4 concludes.

2. AGGREGATE VS DISAGGREGATE APPROACH

The debate on aggregate versus disaggregate forecast modeling is not new (Theil, 1954; Grunfeld & Griliches, 1960). Many observed macroeconomic variables are simply an aggregate over a large number of micro units. An important issue addressed in this literature is the problem of aggregation bias, defined by the deviation of the macro parameters from the average of the corresponding micro parameters. One area of particular interest is the conditions under which macro models can accurately provide interpretable information on the underlying behavior of the micro units such as households and firms. For example, Hsiao, Shen, & Fujiki (2005) use Japanese aggregate and disaggregate money-demand data to show that conflicting inferences can arise. The aggregate data appear to support the contention of an unstable money-demand function. The disaggregate data, however, shows a stable money-demand function.

A closely related issue is the choice of a forecasting approach first discussed by Grunfeld & Griliches (1960), whose focus is whether to forecast aggregate variables using macro (the aggregate time series) or micro equations (the subcomponent time series of the aggregate variable). Since then, a series of empirical work comparing these two approaches emerge. For example, Fair & Shiller (1990) compare these approaches for United States GNP; Zellner & Tobias (2000) for industrialized countries' GDP growth; Marcellino, Stock, & Watson (2003) for GDP growth using disaggregated data from the Eurozone countries; Espasa, Senra, & Albacete (2002), Hubrich (2005) and Bruneau, De Bandt, Flageollet, & Michaux (2007) for inflation; and Kim & Moosa (2005) for tourist flows to Australia.

When the data-generating process (DGP) is known, aggregating subcomponent forecasts has a better performance and lower mean square error (MSE) than directly forecasting the aggregate, thanks to the larger information set hidden in the subcomponents (Kohn, 1982; Lütkepohl, 1984b, 1987, 2006; Granger, 1987; Pesaran, Pierse, & Kumar, 1989; Garderen, Lee, & Pesaran, 2000). The DGP, however, is usually unknown, and therefore has to be estimated. Suitably specifying the unknown DGP is necessary for the disaggregate approach to outperform the aggregate approach. Thus, deciding which approach has a better forecast performance becomes an empirical issue.
Motivated by the renewed interest in the aggregate vs. disaggregate issue, this paper uses Hong Kong’s total tourist-arrival data to investigate whether contemporaneous aggregation of the subcomponent forecasts is preferable to directly forecasting the total tourist arrivals. Contemporaneous aggregation of forecasts can be divided into: (a) the aggregation of alternative forecasts generated by different forecasting models; or (b) the aggregation of subcomponents forecasts produced by a single forecasting model.

The forecast-combination literature addresses (a) by finding the optimal weights for model-specific forecasts, so as to minimize the MSE of the combined forecast. While combining model-specific forecasts tends to reduce MSE (Timmermann, 2006), there is no general consensus on how to derive the optimal weights (Bates & Granger, 1969; Granger & Ramanathan, 1984; Shen, Li, & Song 2011; Hsiao & Wan, in press). Moreover, there is empirical evidence that a simple unweighted average of model-specific forecasts may yield a lower MSE than a presumably “optimal” estimator (Huang & Lee, 2010).

The approach under (b) is not about finding optimal weights for the subcomponent forecasts. Rather, it postulates that exploiting the heterogeneity of the underlying subcomponent time series can improve the forecast of the aggregate variable (Theil, 1954). To be sure, Grunfeld & Griliches (1960) find that if the subcomponent forecast models are misspecified, the aggregate approach may outperform the disaggregate approach.

To crystalize the two approaches, consider $y_t$, the aggregate variable of interest, which in this paper is the total tourist arrivals in Hong Kong. The contemporaneous aggregate can be written as:

$$y_t = \sum_{i=1}^{n} y_{i,t}$$

where $y_{i,t}$, $i=1,...,n$ are the $n$ subcomponents of $y_t$. As will be seen below, each subcomponent in our empirical analysis is the total arrivals by region of origin.

All $y_{i,t}$ and $y_t$ are observable. The aggregate variable can be forecasted in two ways. First, it can be a direct forecast $yta$ as, for example, produced by a univariate time-series model. Alternatively, we can form the disaggregate forecasts, $y_{i,t}$, $i = 1, \ldots, n$ and then use the unweighted sum to form the final forecast $ytd = \sum_{i} y_{i,t}$. To gauge forecasting performance, we use the root-mean-square-error (RMSE) defined below:

$$RMSE = \sqrt{\frac{1}{P} \sum_{t=1}^{P} (y_{t} - \hat{y}_{t})^2}$$

where $P$ is the number of out-of-sample forecast values.

There are two arguments that favor a disaggregate approach (Hubrich, 2005; Clements & Hendry, 2002). First, disaggregation can better capture the individual
dynamic properties, which likely differ across disaggregate variables. Second, disaggregate forecast errors may offset, leading to more accurate predictions of the aggregate.

When the forecast model is misspecified, especially in the presence of common shocks to the correlated disaggregate variables, the disaggregate approach can have a worse forecast performance than the aggregate approach. Thus, which approach should be used is an empirical issue, to be determined by the trade-off between: (a) the aggregate approach’s error in ignoring the heterogeneity in the subcomponent time series; and (b) the disaggregate approach’s error in specifying the disaggregate DGP. A case in point is Lütkepohl (1984a, 1987), whose Monte Carlo simulations show that the small-sample rankings of the two approaches are mixed and DGP-dependent.

Potential misspecification of the forecast model affects the accuracy of the resulting forecast, thus explaining that theoretical results on predictability are not always supported by empirical applications (Hendry, 2004; Clements & Hendry, 2006). Even when the disaggregate processes are appropriately specified, it does not necessarily mean that the disaggregate approach is always preferable to the aggregate approach. When there are unexpected shocks that commonly affect the disaggregate forecast errors in the same direction, adding up all the subcomponent forecasts does not lead to offsetting forecast errors.

To further explore the aggregation versus disaggregation debate, we propose a variant of the disaggregate unweighted-sum approach. Instead of simply adding the $n$ individual forecasts, we apply ordinary least square (OLS) to the within-sample predictions to find the minimum variance weights $\omega_i$ through the following ordinary least squares (OLS) regression:

\[
\text{(3)}
\]

The final forecast is $y_t = \sum_{i=1}^{n} \omega_i y_{it}$. The disaggregate unweighted-sum approach and its weighted-sum variant would yield the same total forecast under the null hypothesis below:

\[
\text{(4)}
\]

Rejecting this null hypothesis suggests that the weighted-sum variant may be preferable to the unweighted-sum approach.

In summary, the literature does not offer a clear answer regarding the relative performance of the two approaches in their application to forecasting tourist arrivals. Hence, the next section evaluates their relative performance using Hong Kong’s monthly tourist-arrival data.
3. EMPIRICAL ANALYSIS

3.1 Tourism demand forecast methods

Studies on tourism demand can be divided into: (1) non-causal time-series modeling based on historic trends; and (2) causal modeling of the underlying factors that drive tourism demand (Song, Wong, & Chon, 2003).


With regard to (2) causal modeling, Song & Witt (2000) and Song et al. (2003) use an autoregressive distributed lag model (ADLM) to analyze Hong Kong tourist arrivals by region of origin, so as to capture the dynamic effects of regional economic activities. Furthermore, Kulendran & Wilson (2000) apply an error correction model (ECM) to analyze business trips to Australia from four of Australia’s most important travel and trade partners. Using data on inbound tourism to South Korea from four major origin countries, Song & Witt (2003) find that a single model specification across origin countries is not appropriate. Song & Witt (2006) apply a vector autoregressive (VAR) model to study the relationship between Macau’s tourist arrivals by region of origin and a set of macroeconomic variables. Li, Wong, Song & Witt (2006) advance the causal models by integrating the ECM with a time-varying parameter specification. All these causal studies also indicate the presence of heterogeneity in the disaggregate data series.

While there is a wide range of tourism demand forecasting models, there is no single model that can outperform all others in all situations (Witt & Witt, 1995; Li, Song & Witt, 2005; Song & Li, 2008). Hence, a useful line of inquiry is to study the forecast performance of a combination of forecasts produced by alternative forecast models. Shen, Li, & Song (2008), Song, Witt, Wong & Wu (2009), and Wong,

3.2 Disaggregate data on Hong Kong tourist arrivals

This paper extends the inquiry of forecast combination in a different direction. In particular, it recognizes that an aggregate time series is the unweighted sum of its disaggregate subcomponents. An important case in point is Hong Kong’s total tourist arrivals, which is the unweighted sum of tourist arrivals by region of origin. To place our analysis in context, a brief background is given below.

Hong Kong, a special administrative region (SAR) of China that houses seven million people within its 1,000 square kilometers, boasted a per capita income of approximately US$34,386 (=HK$268,213 at HK$7.8 per US$1) in 2011. Tourism is a major component of this vibrant city’s GDP. As shown in Figure 1, there were over four million tourist arrivals in December 2011, representing a 16.4% year-to-year increase that affirms Hong Kong as one of the world’s favorite travel destinations. For the entire 2011, Hong Kong saw 41.9 million arrivals, with 22 million (52.6%) staying overnight and the remaining 19.9 million (47.4%) leaving on the same day of arrival. Total tourism expenditure associated with the 41.9 million arrivals in 2011 was about US$33 billion (=HK$263 billion).

Tourism is the fourth key sector in Hong Kong, behind trading and logistics, professional services and other producer services, and financial services. In 1990-1996, it accounted for 3.2% to 3.6% of Hong Kong’s GDP. Its GDP share fell to 2.8% in 1997 due to the Asian financial crisis and remained low at 2.2 to 2.5% between 1998 and 2001. In 2002, it rebounded to 3.0%, thanks to the regional economic growth and rising visits by tourists from Mainland China. This rebound, however, was sharply disrupted in 2003 by the SARS epidemic, causing monthly total tourist arrivals to plummet from 1.5 million to 0.5 million. In 2004, Hong Kong’s tourist arrivals rose, due chiefly to the Individual Visit Scheme (IVS) under the Closer Economic Partnership Agreement (CEPA) signed between China and Hong Kong. Despite the 2007 subprime crisis in the U.S. and Europe, the tourism industry remained strong, contributing about 3.3% to Hong Kong’s GDP. In 2010, tourism accounted for 4.4% of the GDP.

---

1 Hong Kong Census and Statistics Department
2 2011 Hong Kong Economic Background and 2012 Prospects
3 Tourists staying overnight directly drive the demand for hotel rooms (Qu, Xu & Tan, 2002).
The rising trend of total tourist arrivals in Figure 1 is accompanied by a changing mix of tourists by region of origin. Figure 2 shows that the last 10 years saw relatively more tourist arrivals from China and fewer from Europe, Africa and the Middle East, North Asia and the Americas, mirroring the 2004 IVS and China’s unsurpassed economic growth of almost 10% per year. In 2011, the Mainland region’s visitor arrivals surged by 23.9% to 28.1 million, accounting for 67% of the total arrivals.

3.3 Sample description

Our evaluation uses Hong Kong’s total monthly arrival data by origin region, which is available from the Hong Kong Monthly Digest of Statistics. The aggregate variable of interest, denoted by “TOTAL”, is the sum of the tourist arrivals from eight origin regions: (1) China; (2) South and Southeast Asia (“SASIA”); (3) North Asia (“NASIA”); (4) The Americas; (5) Europe, Africa & the Middle East (“EAM”); (6) Taiwan (7) Australia, New Zealand and the South Pacific (“ANS”); and (8) Macao.

Figure 3 shows the monthly data series for tourist arrivals for the period from August 2002 to December 2011, yielding a total sample of 113 monthly observations. China, SASIA and Macao display a relatively smooth upward linear trend. Taiwan fluctuates around the average. A preliminary analysis suggests that the remaining regions exhibit a quadratic trend. All series exhibit strong seasonality, with more arrivals in July through August and October through January than the remaining months, reflecting the relatively heavy summer and winter travel demand. All series have a large dip, reflecting the SARS epidemic in 2003.

3.4 Models

The disaggregate series portrayed by Figures 1 and 2 are likely heterogeneous, chiefly due to (a) Hong Kong’s tourism promotion policies that vary by region and (b) each region’s own domestic economic health, exchange rates against the Hong Kong dollars, and diverse preferences. A substantive question thus arises: can a forecast of Hong Kong’s total tourist arrivals be improved by first modeling its subcomponents and then summing the individual subcomponent forecasts?

To answer this question, we use seven forecast models to evaluate the total tourist arrival forecast performance under the aggregate and disaggregate approaches: (1) a random-walk model; (2) a 12-month moving average model; (3) a historical mean model; (4) a seasonal random-walk model; (5) the Holt-Winters additive model; (6) the Holt-Winters multiplicative model; and (7) the seasonal ARIMA model.

The first three models do not adjust for seasonality and are regarded as benchmark (Goh & Law, 2002). The last four models adjust for seasonality. As shown
in Lim & McAleer (2001), the Holt-Winters additive seasonal model and the Holt-Winters multiplicative seasonal model outperform single and double exponential-smoothing models. The last model is the seasonal ARIMA($p$, $d$, $q$).

We use one model specification for forecasting the aggregate series and its subcomponents. Thus, the aggregate approach generates seven model-specific forecasts for Hong Kong’s total tourist arrivals. The disaggregate approach generates seven model-specific sets of eight subcomponent forecasts. Summing the eight subcomponent forecasts within a model-specific set yields the model-specific total-arrival forecast under the disaggregate approach. Our goal here is to compare their relative forecast performance under the two approaches.

3.4.1 Random walk model

A random-walk model says that the best prediction of the immediate future is the most recent past observation. This model is the Naïve 1 model in Goh & Law (2002). The $m$-step ahead forecast is:

3.4.2 Historical mean model

The historical average model gives equal weight to every past observation, from the beginning to the most current historical observation. The $m$-step ahead forecast is:

3.4.3 Twelve-month moving average model

The 12-month moving average model gives equal weight to the 12 most recent past observations. The $m$-step-ahead forecast is:

3.4.4 Seasonal random walk model

Called the Naïve 2 model by Goh & Law (2002), this model improves on the simple random-walk model by adjusting seasonal effects through a multiplicative factor. The $m$-step-ahead forecast is:

3.4.5 Holt-Winters additive seasonal model

Since the Hong Kong tourist-arrival data exhibit seasonality and trends, we use the Holt-Winters seasonal models that generalize the exponential-smoothing recursions.
The Holt-Winters model with additive seasonality is:

where the level of the series $at$, the trend $bt$ and seasonal element $st$ have the following dynamics:

To capture seasonality, $st$ is a function of $st-12$. Since the disaggregate time series and aggregate time series evolve differently, the parameters $\alpha$, $\beta$ and $\gamma$ likely have different values in each of the time series. The $m$-step-ahead forecast is obtained through:

3.4.6 Holt-Winters multiplicative seasonal model

When the seasonal effect has a time trend, the Holt-Winters multiplicative seasonal model below is more appropriate than the additive model:

Similar to the additive model, there are three dynamics for the level of the series $at$, the trend $bt$, and the seasonal element $st$:

The $m$-step-ahead forecast is obtained through:

3.4.7 Seasonal ARIMA model

The ARIMA model encompasses a wide range of non-stationary models and is useful for representing data with a trend. Estimated with Box-Jenkins procedures, it is commonly denoted as ARIMA($p$, $d$, $q$), where $p$, $d$ and $q$ are non-negative integers that respectively refer to the order of the autoregressive, integrated, and moving average parts of the model. In particular, a random-walk model can be represented by ARIMA($0$, $1$, $0$). Standard exponential-smoothing models are special cases of ARIMA. For example, single exponential smoothing corresponds to ARIMA($0$,1,1).

Since the data exhibit seasonality, we use seasonal ARIMA to model the tourist-arrival time series, which are found to be non-stationary. We denote the seasonal ARIMA as SARIMA($p$, $d$, $q$)($P$, $D$, $Q$s), where capitalized letters respectively represent the seasonal components of the model and $s$ indicates the order of periodicity or seasonality. As we have monthly data, $s$ is equal to 12. Our SARIMA
is a simple extension of ARIMA, where seasonality in the data is taken into consideration by first differencing. We apply the Box and Jenkins (1976) technique to the 113-month sample to select each time series’ own parameters, so as to allow for the presence of heterogeneity.

### 3.5 Results

After estimating each model, we form 1-, 3- and 12-step-ahead forecasts of total tourist arrivals by approach (aggregate vs. disaggregate) for the 12-month period of January to December 2011. Each approach’s forecast performance is evaluated based on the RMSE in equation (2).

Tables 1a to 1c report the RMSE of total-arrival forecasts by model type based on the level data. The first column of each table identifies the model type, the second column shows the RMSE under the aggregate approach, and the third column shows the RMSE under the disaggregate unweighted-sum approach.

The last column reports the RMSE under a variant of the disaggregate weighted-sum approach. The weights are found by estimating the OLS regression described by equation (3). The disaggregate, unweighted-sum approach and its weighted-sum variant yield the same total arrival forecast under the null hypothesis given by equation (4). Hence, the last column reports the $F$-statistic (in bracket) and its $p$-value (in square bracket) for testing the null hypothesis.

Now, consider the second to fourth rows of Table 1a. For each of these three non-seasonal models, the aggregate and disaggregate unweighted-sum approaches yield the same RMSE. The 12-month moving average model has the lowest RMSE among the three non-seasonal models because it partially captures the time trend in the tourist-arrival data series.

The last column of Table 1a shows that the weighted-sum variant yields the lowest RMSE for the three non-seasonal models. Moreover, the $p$-values in the last column indicate statistically-significant ($\alpha < 0.01$) rejection of the null hypothesis given by equation (4), thus lending support to the performance superiority of the weighted-sum variant.

The fifth row of Table 1a shows that including the seasonal effect in the random-walk model worsens the forecasting performance for all approaches. As a result, this model is not useful for forecasting Hong Kong’s total tourist arrivals.

The sixth row of Table 1a shows that when the Holt-Winters additive model is used to form the 1-step-ahead forecast, the RMSE of 275,627 is the same for the aggregate and disaggregate unweighted-sum approaches. This is because the reduction in aggregation error due to directly forecasting total arrivals is exactly offset by the increase in the estimation error in the disaggregate models. The $F$-test statistic
for the null in equation (4) is 4.59 with a p-value less than 0.0001. Using the regression-based weights to form the total arrival forecast substantially reduces the RMSE from 275,626 to 182,847.

The seventh row of Table 1a shows that for the Holt-Winters multiplicative model, the disaggregate unweighted-sum approach’s RMSE is 268,535, marginally less than the aggregate approach’s RMSE of 275,942. These RMSEs are similar to those for the corresponding Holt-Winters additive model, indicating that the seasonal effect varies little over time. The F-test statistic for the null in equation (4) is 7.01 with a p-value less than 0.0001. The last column of Table 1a indicates that using the regression-based weights to form the TOTAL forecast can substantially reduce the RMSE from 268,535 to 176,624.

The last row of Table 1a shows that the SARIMA model has a RMSE of 212,197 under the aggregate approach and 186,322 under the disaggregate unweighted-sum approach. The SARIMA model’s RMSE of 186,322 under the disaggregate unweighted-sum approach for the 1-step-ahead forecast is above the Holt-Winters multiplicative model’s RMSE of 176,624 under the weighted-sum variant. This, however, is not the case for the 3-step-ahead and 12-step-ahead forecasts described in Tables 1b and 1c below.

The F-test statistic for the null in equation (4) is 3.00 with a p-value 0.004. Using the regression-based weights to form the total-arrival forecast, however, actually increases the RMSE from 186,322 to 268,150. This result is counter-intuitive, since the F-test statistic rejects the null and the weights are supposedly “optimally chosen” via the OLS regression. We attribute this finding to the well-known forecast combination puzzle in Stock and Watson (2004): a simple average of model-specific forecasts outperforms an optimally-weighted combination of forecasts.

The results in Table 1b for the 3-step-ahead forecast and Table 1c for the 12-step-ahead forecast are similar to those in Table 1a. There is, however, an important exception. The SARIMA model’s RMSE under the disaggregate unweighted-sum approach are substantially lower than the Holt-Winters models’ RMSE under weighted-sum approach.

Taken together, Tables 1a – 1c show that the non-seasonal models have the worst forecast performance, failing to capture the tourist-arrival series’ strong seasonality. Moreover, the RMSE of the Holt-Winters models can be much higher than those of the SARIMA models, suggesting that the latter should be used to characterize the tourist-arrival data. Further, the disaggregate unweighted-sum approach implemented via the SARIMA model generally has the lowest RMSE among all of the forecast models and approaches considered in this paper.
As a final check, we recalculate the RMSE values in Tables 1a-1c when the last three forecast models are applied to the logarithm of the tourist-arrival data. The first four models are ignored in this comparison due to their poor performance, as reported in Tables 1a to 1c. We construct the forecast levels based on the expected-value formula for a lognormal random variable (Mood, Graybill, & Boes, 1974). The results are given in Tables 2a to 2c, showing that logarithmic data transformation does not improve the 1- and 3-step-ahead forecast performance of all three models under all three approaches. It may, however, marginally improve the 12-step-ahead forecast performance.

4. CONCLUSION

Recognizing the heterogeneity in Hong Kong’s disaggregate time series of total tourist arrivals, we postulate that first modeling the disaggregate series, and then adding up the forecasts may outperform directly forecasting the aggregate variable. Using seven model specifications, we evaluate the forecasting performance of aggregate and disaggregate approaches for Hong Kong’s total tourist arrivals.

Our results show that seasonal models outperform non-seasonal models. Moreover the disaggregate unweighted sum approach improves the forecast performance of the Holt-Winters multiplicative model, though not the Holt-Winters additive model. For these two Holt-Winters model, however, the disaggregate weighted-sum approach yield large RMSE reductions.

Our results also show that under the aggregate approach, the SARIMA model should be used because it generally has a much lower RMSE than do the Holt-Winters additive and multiplicative models. The SARIMA model’s performance can be further improved by adopting the disaggregate unweighted-sum approach that recognizes the heterogeneity in subcomponent arrival data by region. The weighted-sum variant, however, does not further reduce the RMSE, echoing the forecast combination puzzle where a presumably optimally-weighted combination of forecasts may underperform a simple combination of forecasts.

Both government and tourism-related businesses require accurate tourism demand forecasts for planning and pricing purposes. Our empirical results suggest that accurately forecasting Hong Kong’s total tourist arrivals requires an SARIMA model specification that can suitably characterize the DGP of the data series. Moreover, a simple additive combination of properly specified disaggregate forecasts can outperform an aggregate forecast because of the heterogeneity that exists in the regional time series. Finally, there is no clear evidence to support the view that a logarithmic data transformation can improve the performance of a total-arrival
forecast. Taken together, these findings lead us to recommend applying SARIMA and the disaggregate unweighted-sum approach to the level data for forecasting Hong Kong’s total tourist arrivals.

The present research can be extended to compare the aggregation and disaggregation approaches using subcomponents decomposed by purpose (vacation vs. business), duration of stay (same day vs. over night), and travel mode (land, sea, and air). The extension will likely be fruitful because these subcomponents are likely to be heterogeneous, as in the case of disaggregate arrivals by region of origin that we have documented herein.
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Figure 1. Monthly tourist arrivals to Hong Kong

Figure 2. Distributions of annual total tourist arrivals to Hong Kong
Figure 3. Monthly tourist arrivals by region
Table 1a. RMSE for 1-step ahead forecast accuracy: Level

<table>
<thead>
<tr>
<th>1. Model type</th>
<th>Aggregate</th>
<th>Disaggregate: Unweighted Sum</th>
<th>Disaggregate: Weighted Sum</th>
</tr>
</thead>
<tbody>
<tr>
<td>2. Random Walk</td>
<td>488,741</td>
<td>488,741</td>
<td>351,571 (3.41) [0.0012]</td>
</tr>
<tr>
<td>3. Historical Mean</td>
<td>1,335,676</td>
<td>1,335,676</td>
<td>362,696 (49.88) [&lt;0.0001]</td>
</tr>
<tr>
<td>4. 12-month Moving Average</td>
<td>433,440</td>
<td>433,440</td>
<td>329,618 (7.88) [&lt;0.0001]</td>
</tr>
<tr>
<td>5. Seasonal Random Walk</td>
<td>801,614</td>
<td>819,618</td>
<td>651,977 (15.01) [&lt;0.0001]</td>
</tr>
<tr>
<td>6. Holt-Winters Additive</td>
<td>275,627</td>
<td>275,627</td>
<td>182,847 (4.59) [&lt;0.0001]</td>
</tr>
<tr>
<td>7. Holt-Winters Multiplicative</td>
<td>275,942</td>
<td>268,535</td>
<td>176,624 (7.01) [&lt;0.0001]</td>
</tr>
<tr>
<td>8. SARIMA</td>
<td>212,197</td>
<td>186,322</td>
<td>268,150 (3.00) [0.0040]</td>
</tr>
</tbody>
</table>

Table 1b. RMSE for 3-step ahead forecast accuracy: Level

<table>
<thead>
<tr>
<th>1. Model type</th>
<th>Aggregate</th>
<th>Disaggregate: Unweighted Sum</th>
<th>Disaggregate: Weighted Sum</th>
</tr>
</thead>
<tbody>
<tr>
<td>2. Random Walk</td>
<td>463,842</td>
<td>463,842</td>
<td>397,756 (8.04) [&lt;0.0001]</td>
</tr>
<tr>
<td>3. Historical Mean</td>
<td>1,357,797</td>
<td>1,357,797</td>
<td>323,356 (58.62) [&lt;0.0001]</td>
</tr>
<tr>
<td>4. 12-month Moving Average</td>
<td>488239</td>
<td>488239</td>
<td>332,273 (11.32) [&lt;0.0001]</td>
</tr>
<tr>
<td>5. Seasonal Random Walk</td>
<td>791,119</td>
<td>808,979</td>
<td>615,663 (17.63) [&lt;0.0001]</td>
</tr>
<tr>
<td>6. Holt-Winters Additive</td>
<td>334,649</td>
<td>334,649</td>
<td>183,000 (4.47) [&lt;0.0001]</td>
</tr>
<tr>
<td>7. Holt-Winters Multiplicative</td>
<td>355,672</td>
<td>347,419</td>
<td>213,368 (6.99) [&lt;0.0001]</td>
</tr>
<tr>
<td>8. SARIMA</td>
<td>172,355</td>
<td>158,838</td>
<td>231,808 (2.88) [0.0055]</td>
</tr>
</tbody>
</table>

Table 1c. RMSE for 12-step ahead forecast accuracy: Level

<table>
<thead>
<tr>
<th>1. Model type</th>
<th>Aggregate</th>
<th>Disaggregate: Unweighted Sum</th>
<th>Disaggregate: Weighted Sum</th>
</tr>
</thead>
<tbody>
<tr>
<td>2. Random Walk</td>
<td>516,772</td>
<td>516,772</td>
<td>446,044 (25.68) [&lt;0.0001]</td>
</tr>
<tr>
<td>3. Historical Mean</td>
<td>1,449,192</td>
<td>1,449,192</td>
<td>383,502 (87.90) [&lt;0.0001]</td>
</tr>
<tr>
<td>4. 12-month Moving Average</td>
<td>810,311</td>
<td>810,311</td>
<td>329,775 (23.24) [&lt;0.0001]</td>
</tr>
<tr>
<td>5. Seasonal Random Walk</td>
<td>519,306</td>
<td>468,456</td>
<td>552,962 (21.4) [&lt;0.0001]</td>
</tr>
<tr>
<td>6. Holt-Winters Additive</td>
<td>632,101</td>
<td>632,101</td>
<td>457,847 (2.79) [0.0068]</td>
</tr>
<tr>
<td>7. Holt-Winters Multiplicative</td>
<td>620,728</td>
<td>620,627</td>
<td>484,055 (5.11) [&lt;0.0001]</td>
</tr>
<tr>
<td>8. SARIMA</td>
<td>291,148</td>
<td>210,518</td>
<td>254,046 (2.97) [0.0049]</td>
</tr>
</tbody>
</table>

Notes: The values in ( ) in the last column are F-statistics for testing the null hypothesis given by equation (4) and the values in [ ] are their p-values.
Table 2a. RMSE for 1-step ahead forecast accuracy: Logarithm

<table>
<thead>
<tr>
<th>Model type</th>
<th>Aggregate</th>
<th>Disaggregate: Unweighted Sum</th>
<th>Disaggregate: Weighted Sum</th>
</tr>
</thead>
<tbody>
<tr>
<td>Holt-Winters Additive</td>
<td>277,915</td>
<td>265,099</td>
<td>193,888 (12.81) [&lt;0.0001]</td>
</tr>
<tr>
<td>Holt-Winters Multiplicative</td>
<td>285,734</td>
<td>274,606</td>
<td>202,830 (14.35) [&lt;0.0001]</td>
</tr>
<tr>
<td>SARIMA</td>
<td>233,495</td>
<td>186,073</td>
<td>244,812 (5.09) [&lt;0.0001]</td>
</tr>
</tbody>
</table>

Table 2b. RMSE for 3-step ahead forecast accuracy: Logarithm

<table>
<thead>
<tr>
<th>Model type</th>
<th>Aggregate</th>
<th>Disaggregate: Unweighted Sum</th>
<th>Disaggregate: Weighted Sum</th>
</tr>
</thead>
<tbody>
<tr>
<td>Holt-Winters Additive</td>
<td>351,662</td>
<td>335,342</td>
<td>227,129 (12.65) [&lt;0.0001]</td>
</tr>
<tr>
<td>Holt-Winters Multiplicative</td>
<td>361,228</td>
<td>346,164</td>
<td>237,880 (14.16) [&lt;0.0001]</td>
</tr>
<tr>
<td>SARIMA</td>
<td>285,107</td>
<td>162,734</td>
<td>247,416 (5.22) [&lt;0.0001]</td>
</tr>
</tbody>
</table>

Table 2c. RMSE for 12-step ahead forecast accuracy: Logarithm

<table>
<thead>
<tr>
<th>Model type</th>
<th>Aggregate</th>
<th>Disaggregate: Unweighted Sum</th>
<th>Disaggregate: Weighted Sum</th>
</tr>
</thead>
<tbody>
<tr>
<td>Holt-Winters Additive</td>
<td>547,891</td>
<td>520,581</td>
<td>465,659 (10.77) [&lt;0.0001]</td>
</tr>
<tr>
<td>Holt-Winters Multiplicative</td>
<td>541,120</td>
<td>512,503</td>
<td>466,916 (12.27) [&lt;0.0001]</td>
</tr>
<tr>
<td>SARIMA</td>
<td>220,538</td>
<td>193,156</td>
<td>307,305 (5.92) [&lt;0.0001]</td>
</tr>
</tbody>
</table>

Notes: The values in ( ) in the last column are $F$-statistics for testing the null hypothesis given by equation (4) and the values in [ ] are their $p$-values.
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